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Abstract

The efficacy of online learning programs is tied to the suitability of the program in relation to the target audience. Based on the dataset that provides information on student enrollment, academic performance, and demographics extracted from a data warehouse of a large Southwest institution, this study explored the factors that could distinguish students who tend to take online courses from those who do not. To address this issue, data mining methods, including classification trees and multivariate adaptive regressive splines (MARS), were employed. Unlike parametric methods that tend to return a long list of predictors, data mining methods in this study suggest that only a few variables are relevant, namely, age and discipline. Previous research suggests that older students prefer online courses and thus a conservative approach in adopting new technology is more suitable to this audience. However, this study found that younger students have a stronger tendency to take online classes than older students. In addition, among these younger students, it is more likely for fine arts and education majors to take online courses. These findings can help policymakers prioritize resources for online course development and also help institutional researchers, faculty members, and instructional designers customize instructional design strategies for specific audiences.

Introduction

With the advance of Internet-based technologies, an increasing number of online classes are offered by universities. With the help of this education delivery medium, students who cannot attend conventional classes have more flexibility in their learning. However, since online training systems have several alleged disadvantages, such as isolation, disconnectedness, limited interaction, and technological issues, compared to a face-to-face teaching setting those issues may leave students passive and unmotivated, potentially making them more likely to dropout from their college courses (Willging & Johnson, 2004). Similarly to Willging and Johnson’s (2004) study, Allen and Seaman (2006) also painted a gloomy picture of online classes by asserting that online courses potentially distance students from academic integration, social integration, and the overall on-campus experience. But, Schrum and Hong (2002) identified necessary factors for ensuring high retention rates among online students and were able to cite retention rates of over
80% for their online programs.

The efficacy of online programs, no matter whether it is measured in terms of academic integration or retention rates, is tied to the suitability of the program in relation to the target audience. Without knowing the profile of typical online students, it is difficult for administrators to prioritize resources for course development, to determine the appropriateness of the courses for the delivery method, and to develop effective strategies for helping those students succeed. For example, Michigan State University (MSU) estimates that designing one online course costs approximately $70,000. Since the cost of designing and implementing online courses is very high, it is important to ensure that the money is well-spent. Thus, MSU found that designing and maintaining online courses required the addition of specialists and staff to follow these courses (WinklerPrins, Weisenborn, Groop, & Arbogast, 2007). Corporations, as well, do not simply produce goods or provide services and then expect that consumers will buy whatever they offer. Rather, it is very common for corporations to study customer profiles in order to customize goods and services for specific target segments (Ayres, 2007). By the same token, this analysis is useful to distance learning administrators because knowing the attributes of online students is the key to ongoing improvement. Hence, the objective of this article is to explore the factors that could distinguish students who tend to take online courses from those who do not by employing data mining methods, including classification trees and multivariate adaptive regressive splines (MARS). This data will be useful to distance learning administrators because it will provide them with more specific information on their users and can provide guidance on designing these courses to suit those users.

**Literature Review**

Jones and colleagues (2004) identified eight critical causes of students’ withdrawal, which include students’ academic profiles, their family situation, study time, etc. Willging and Johnson (2004) specifically examined reasons why students choose to dropout of online courses. Using logistic regression analysis, their study reported that gender, race, residency, previous employment status, and GPA mainly affected online student retention, and identified GPA as the only significant factor.

Aside from conventional logistic regression modeling, some researchers addressed the issues of student profiling with innovative methodologies. For example, in order to increase the learning effectiveness of web-based educational systems, Xu and Wang (2006) revealed that personalized virtual learning environments can improve learning motivation and the effectiveness of the functionalities in online training systems, such as personalized content management and adaptive instant interaction. Xu, Wang, and Su (2002) studied student profiling with a fuzzy logic to generate the content model, student model, and learning plan. The system can give students personalized learning materials, quizzes, and advice based on the profile of each student, such as learning activities and interaction history. This also includes time spent on each chapter and quizzes, as well as many other features. Nokelainen, Tirri, Miettinen, Silander, and Kurhila (2002) utilized Bayesian probabilistic modeling to create respondent profiles, building an adaptive on-line questionnaire system based on them. Schiaffino and Amandi (2000) integrated case-based reasoning and Bayesian networks to build user profiles incrementally and continuously.

Further, Kwok, et al. (2000) developed a student profiling system that provides storage of learning and an interaction history for each student who has used a web-based teaching system, which helped to analyze the student’s activities and performance. Blocher, et al.(2002) tried to develop a profile for the optimal online learner by examining the successful student’s profile, which could provide them with guidelines or regulations. In addition to applications of profiling within colleges and universities (Gay, 1992), student profiling can also be applied to more diverse
settings, such as continuous assessment of nurse courses (Sweeney, 1988) and evaluation of potentially violent students (Lumsden, 2000).

In short, profiling is not a new idea, but due to the relative novelty of online education, applications of profiling have been sparse in this domain. In this study we attempt to identify crucial factors to profile online students with the hope that the findings can have practical implications for both administrators and educational researchers.

Data Source

In this study, a dataset was compiled by obtaining the demographic profiles of 9944 students who achieved senior status in the Spring semester of 2007 and by tracking their online class enrollment over their prior four years at a Southwestern university (see Table 1 & 2). The dependent variable is a dichotomous variable, referring to whether the student had taken online classes or not. Originally, the online class percentage was computed by dividing the number of online credit hours taken in the last four years by the total hours earned at the institution (excluding transferred hours).

Table. 1 Summary of student enrollments

<table>
<thead>
<tr>
<th></th>
<th>Female</th>
<th>Male</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender (percentage)</td>
<td>5009</td>
<td>4935</td>
<td>9944</td>
</tr>
<tr>
<td>Average Age (std dev)</td>
<td>24.4</td>
<td>24.5</td>
<td>24.47</td>
</tr>
<tr>
<td>Average GPA (std dev)</td>
<td>3.21</td>
<td>3.07</td>
<td>3.14</td>
</tr>
<tr>
<td>Residency (percentage)</td>
<td>4102</td>
<td>3982</td>
<td>9944</td>
</tr>
</tbody>
</table>

Table 2. Summary by race

<table>
<thead>
<tr>
<th>Race</th>
<th>N</th>
<th>(percentage)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asian</td>
<td>611</td>
<td>0.1</td>
</tr>
<tr>
<td>Black</td>
<td>330</td>
<td>3.5</td>
</tr>
<tr>
<td>Hispanic</td>
<td>1266</td>
<td>13.5</td>
</tr>
<tr>
<td>Native</td>
<td>261</td>
<td>2.8</td>
</tr>
<tr>
<td>White</td>
<td>6937</td>
<td>73.8</td>
</tr>
<tr>
<td>Total</td>
<td>9405</td>
<td>100</td>
</tr>
</tbody>
</table>

However, only one student had taken 12 percent of his/her classes online and 75 percent of the students had taken 1 percent or less (see Figure 1). On the left panel of Figure 1, the histogram shows a skewed distribution whereas in the right panel the dot plot shows the same skewness. They are different representations of the data, but the histogram groups observations into bins while the dot plot displays all data points.
Since the variability of the percentage of online classes taken was very low, a binary variable was used instead. In short, students were classified into two groups: those who took at least one online class within four years, and those who never took any online courses. Online classes were defined as classes in which all learning was conducted through the Internet, thus hybrid classes were excluded. Seniors were chosen as the sample in order to more accurately profile students who had taken online courses at any point in their undergraduate academic careers. While it is very clear cut that students who never took any online courses are regarded as non-online students, it may not be fair to label someone who took just one online course in four years as an online student. Thus, in this study the first group is called “students who took online courses” instead of online students.

The independent variables for this study were: Age, gender, ethnicity, residency (in state/out of state), living location (on campus/off campus), GPA, SAT quantitative scores, SAT verbal scores, transferred hours, university math placement test scores, and college/division. Many programs have limited online classes and therefore only five major colleges were included, namely, liberal arts and sciences (LA), fine arts (FA), engineering (ES), business (BA), and education (ED).

Method

This study utilized classification trees and Multivariate Adaptive Regression Splines (MARS) to generate student profiles. Discriminant function analysis is best suited to modeling with continuous-scaled variables as predictors. Since this data set is composed of both categorical and numeric variables, discriminant function analysis cannot handle this kind of complexity of data types in one single analysis unless tremendous data transformation, such as converting categorical variables to dummy codes, is used (Streifer & Schumann, 2005). Alternatively, data mining techniques, such as classification trees and MARS were employed. In the following section a brief introduction to these methodologies will be given.

Classification trees

Classification trees, developed by Breiman et al. (1984), aim to find which independent
variable(s) can successively make a decisive split of the data by dividing the original group of data into pairs of subgroups in the dependent variable. Because classification trees can provide guidelines for decision-making, they are also known as decision trees. It is important to note that data mining focuses on pattern recognition, hence no probabilistic inferences and Type I error are involved. Also, unlike regression that returns a subset of variables, classification trees can rank order the factors that affect the retention rate.

There are three types of splitting criteria in classification trees: Entropy, GINI, and chi-square. Entropy, the default criterion in JMP, favors balanced or similar splits. The GINI index tends to favor the largest split or branch of the tree (Han & Kamber, 2006) whereas the chi-square measure is essentially a test of the goodness of fit (Agresti, 1990). In this study, JMP (SAS Institute, 2007) was employed to construct classification trees based upon Entropy (Quinlan, 1993) as the tree-splitting criterion, which favors balanced or similar splits.

In data mining processes, including modeling with classification trees and MARS, the model should be deliberately overfit and then scaled back to the optimal point. If a model is built from a forward stepping and a stopping rule, the researcher will miss the opportunities of seeing what might be possible and better ahead. Thus, the model must be overfit and then the redundant elements are pruned (Salford Systems, 2002). Since in this study there are 11 independent variables, the classification tree would potentially be built to contain 11 levels. If all predictors are significant to retention, each of them should occupy a position at different levels of the tree. However, some variables might never be selected and some variables would recur several times. When this happens, the tree would be pruned to preserve its optimality.

To retrospectively examine how accurate the prediction is, receiver operating characteristic (ROC) curve are used. ROC is a graphical plot of the sensitivity (true positive rate) vs. 1 – specificity (false positive rate) for a binary classifier system, such as decision trees. The ideal prediction outcomes have 100 percent sensitivity (all true positives are found) and 100 percent specificity (no false positives are found). This hardly happens in reality, of course. Practically speaking, a good classification tree should depict a ROC curve leaning towards the upper left of the graph, which implies approximation to the ideal.

In addition, SPSS’s exhaustive CHAID (SPSS Inc, 2007) was also employed to compare against JMP’s tree. Four classification methods are available in SPSS: (a) chi-squared automatic interaction detection (CHAID), (b) exhaustive CHAID, (c) quick, unbiased, efficient statistical tree (QUEST), and (d) classification tree and regression (CRT). The first three approaches are all based upon the chi-square statistics (Thomas & Galambos, 2004) while GINI is the default rule in CRT. Like JMP’s tree, CRT splits the data into segments that are as homogeneous as possible with respect to the dependent variable in order to generate "pure" nodes. On many occasions, including this dataset, CRT in SPSS and JMP’s tree produce virtually the same results.

According to Shih (2004), when the Pearson chi-square statistic is used as the splitting criterion, in which the splits with the largest value is usually chosen to channel observations into corresponding subnodes, it may result in variable selection bias. This problem is especially serious when the numbers of the available split points for each variable are different. Such results, then, may hamper the intuitively appealing nature of classification trees. Nevertheless, it is still worthy to run a chi-square analysis because while Entropy-centric methods can make only a dichotomous spilt (each node has two subnodes), a tree-growing method using the chi-square measure is capable of splitting the parent into more than two subnodes.

Since CHAID, exhaustive CHAID, and QUEST are all based on chi-square statistics, and exhaustive CHAID is considered an improvement over CHAID, there is no need to repeat these
chi-square-based analyses three times in this study. Interestingly enough, Grabmeier & Lambe (2007) found that for binary classification variables, GINI and Pearson chi-square measures yield exactly the same tree, given that all of the other parameters of the algorithms are identical. Hence, the GINI criterion was not chosen for the analysis. For comparison purposes, only JMP’s entropy-centric method and exhaustive CHAID in SPSS are retained, but readers should keep in mind that the result of JMP carries more weight than its chi-square counterparts.

Multivariate Adaptive Regression Splines (MARS)

MARS is a data mining technique (Friedman, 1991; Hastie, Tishirani, & Friedman, 2001) for solving regression-type problems. Originally, it was made to predict the values of a continuous dependent variable from a set of independent or predictor variables. Later it was adapted into modeling with a binary variable as the outcome variable. Like exploratory data analysis, MARS is a nonparametric procedure, and thus no functional relationship between the dependent and independent variables is assumed prior to the analysis. Unlike conventional statistical procedures that either omitting missing values or employing data imputation, MARS generates new variables when encountering variables that have missing values. The missing value indicators are used to develop surrogate sub-models when some needed data are missing. For clarity of interpretation, direct variables rather than new variables generated by missing values will be discussed in the results section. Last, in this analysis the software module named MARS (Salford Systems, 2002) with five-fold cross-validation was employed.

Methodological triangulation

Occasionally, research findings may be artifacts of the selected research methodologies. As a remedy, it is a common practice for qualitative researchers and mixed-method researchers to employ triangulation to insure that the observed results are not merely a product of these methods (Annells, 2006; Creswell & Plano Clark, 2007). There is no reason that the same line of reasoning cannot be applied to quantitative methodology. According to Williamson (2005), there are four major types of triangulation: (a) data triangulation, in which several data sources are used, (b) investigator triangulation, in which multiple researchers independently collect and analyze data, (c) theoretical triangulation, in which the issue is approached through the lenses of diverse theories, and (d) methodological triangulation, in which the data are scrutinized by different methodology based upon different sets of assumptions. Thus, methodological triangulation, including two classification techniques and MARS, was employed in this study.

While use of a single method may be problematic, another type of problem arises when a study is involved with too many methods. As explained earlier, there are four types of classification trees available in SPSS modules. Some researchers simply run everything with the hope that eventually one of the methods produces a favorable result. This questionable approach is conducted under the name of “exploratory data analysis” (EDA), but indeed the very essence of EDA is to avoid premature modeling before the data structure and the nature of the problem are understood.

Numerous studies have been devoted to find out which data mining method suits which type of data and problems. As expected, it was found that the method with the best classification performance may differ from one data structure to another. Ecologists Moisen and Frescino (2002) found that MARS outperformed CRT for prediction of forest attributes. Stark and Pfeiffer (1999) reported that classification trees were considered best for EDA in complex data sets in veterinary epidemiology. In the context of predicting hypertension in patients, Ture, Kurt, Turhan, and Ozdamar (2005) found that QUEST had worse performance than other classification
tree and data mining techniques. Salford Systems (2004) recommended CRT, but it explicitly warned the users that their recommendations are based on research in the telecommunications, banking, and market research arenas, and may not apply literally to other subject matters or even other data sets. Presently, fitness between methods and data in educational research is still under-explored. Nevertheless, it is the conviction of the authors that there should be a balance between employing a single method and too many methods.

Results

Classification Tree

Figure 2 shows the crucial variables for profiling online students suggested by the JMP’s classification tree. The top level, also know as the root of the tree, denotes all data. The second level is the first partition of the data according to the most important splitting factor suggested by the algorithms. The further down the level, the less important the factor is. After the third level, the variable “college” kept recurring and thus the tree was pruned to four levels (including the root). As indicated in the classification tree, the most crucial factor contributing to a decisive split of students who take online courses and non-online students is age whereas the second is college. GPA as a factor applies to students of school of engineering only and thus usefulness of this information is limited.

Figure 2. Classification tree.

Figure 3 illustrates how the conditional probability of being a student who takes online classes or non-online student is derived. The upper section shows the probability in terms of percentage while the lower portion shows the frequency count. The probabilistic interpretation is based upon
the upper section. For example, the top row of the upper section indicates that if the students are less than 23 years old and belong to the colleges of business and fine arts, their probability of taking online classes at the university is .8541. For liberal arts, education, and engineering students in the same age group, the probability is .7261.

Figure 3. Leaf report.

<table>
<thead>
<tr>
<th>Leaf Report</th>
</tr>
</thead>
<tbody>
<tr>
<td>Response Prob</td>
</tr>
<tr>
<td>Leaf Label</td>
</tr>
<tr>
<td>Age&lt;23&amp;College(RA, FA)</td>
</tr>
<tr>
<td>Age&lt;23&amp;College(LA, ED, ES)</td>
</tr>
<tr>
<td>Age&gt;=23&amp;College(BA, FA, LA, ED)</td>
</tr>
<tr>
<td>Age&gt;=23&amp;College(ES)&amp;Gpa&gt;=2.79</td>
</tr>
<tr>
<td>Age&gt;=23&amp;College(ES)&amp;Gpa&lt;2.79</td>
</tr>
</tbody>
</table>

Response Counts

| Leaf Label | N | Y |
| Age<23&College(RA, FA) | 216 | 1264 |
| Age<23&College(LA, ED, ES) | 1021 | 2707 |
| Age>=23&College(BA, FA, LA, ED) | 1448 | 2415 |
| Age>=23&College(ES)&Gpa>=2.79 | 244 | 209 |
| Age>=23&College(ES)&Gpa<2.79 | 286 | 134 |

Figure 4 shows the ROC curves. The blue line represents predicting students as online and the red line represents classifying them as non-online. Since both curves lean toward high sensitivity (true positives) and low 1-specificity (false positives), the classification tree is considered satisfactory. Also, the degree of accuracy of predicting online and that of non-online are identical.

Figure 4. ROC curves.
Interestingly enough, not only does the exhaustive CHAID generate a slightly different subset of important variables (college, age, and ethnic), but the rank order of those variables in this tree is different than that of JMP (Figure 5a). To make the text legible, the fourth level of the tree is hidden. As shown in Figure 5, “college” is considered by exhaustive CHAID the most crucial factor for splitting students who take online classes and non-online students. As expected, the clustering of college in this tree is also different from that of JMP, because exhaustive CHAID allows multiple children under a parent. In the first level of the tree, one can see that students belonging to the school of business tend to take online classes, engineering students are less likely to do so, whereas students in liberal arts and science, fine arts, and education are in the middle.

Figure 5a. Classification tree of Exhaustive CHAID (1)
Figure 5b depicts the subnodes under age. The classification by age in this tree, again, is different from that in JMP’s tree. Students who are under 21 have a higher tendency to take online classes. This tendency decreases as age increases. Among the youngest and oldest students, gender constitutes the most decisive split with respect to taking online classes. In both age groups, it is more likely for females to take part in distance learning. Among students whose ages are 21 and 22, it is more probable for white students to enroll in online courses.

Figure 5b. Classification tree of Exhaustive CHAID (2).
Table 3 shows the accuracy of classification by exhaustive CHAID. Unlike the JMP’s approach, SPSS is much more successful in prediction of students who take online courses (95.9%) than prediction of students who never take online classes (14.7%).

Table 3. Accuracy of classification by exhaustive CHAID.

<table>
<thead>
<tr>
<th>Observed</th>
<th>Predicted</th>
<th>Percent Correct</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>472</td>
<td>2743</td>
</tr>
<tr>
<td>Y</td>
<td>278</td>
<td>6451</td>
</tr>
<tr>
<td>Overall Percentage</td>
<td>7.5%</td>
<td>92.5%</td>
</tr>
</tbody>
</table>

MARS

The final best model yielded from MARS is even simpler than that from the classification tree. Only age is considered a crucial factor to profile online students (see Table 4). Table 5 indicates the predication success of the MARS model, which is equivalent to the ROC curves embedded in the classification tree approach. The success rate for predicting non-retention is 70.04%, while that of predicting retention is 49.02% and. In other words, the sensitivity value (true positive) is .7 whereas the specificity (true negative) is .5.

Table 4. Variable Importance

<table>
<thead>
<tr>
<th>Variable</th>
<th>Cost of Omission</th>
<th>Importance</th>
</tr>
</thead>
<tbody>
<tr>
<td>AGE</td>
<td>0.219</td>
<td>100.000</td>
</tr>
<tr>
<td>GPA</td>
<td>0.215</td>
<td>0.000</td>
</tr>
<tr>
<td>SAT_QUAN</td>
<td>0.215</td>
<td>0.000</td>
</tr>
</tbody>
</table>
Table 5. Prediction Success

<table>
<thead>
<tr>
<th>Actual Class</th>
<th>Predicted 0</th>
<th>Predicted 1</th>
<th>Total Cases</th>
<th>Percent Correct</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1,576</td>
<td>1,639</td>
<td>3215</td>
<td>49.02%</td>
</tr>
<tr>
<td>1</td>
<td>2,016</td>
<td>4,713</td>
<td>6729</td>
<td>70.04%</td>
</tr>
</tbody>
</table>

Predictive Power

Table 6 summarizes the accuracy of the three approaches. While the strength of classification in JMP is evenly distributed in both directions, MARS did a better job in predicting online and demonstrated satisfactory performance in predicting non-online. But exhaustive CHAID is extremely unbalanced. Nevertheless, by using multiple methods, we were able to determine the approach that best predicted students who took online classes and a different approach that best predicted non-online students.

Table 6. Accuracy of classification by entropy, exhaustive CHAID and MARS

<table>
<thead>
<tr>
<th>Approach</th>
<th>Correctly predicted online</th>
<th>Correctly predicted non-online</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entropy (SAS’s JMP)</td>
<td>63.77%</td>
<td>63.77%</td>
</tr>
<tr>
<td>Exhaustive CHAID (SPSS)</td>
<td>95.90%</td>
<td>14.70%</td>
</tr>
<tr>
<td>MARS</td>
<td>70.04%</td>
<td>49.02%</td>
</tr>
</tbody>
</table>

According to Shmueli, Patel, and Bruce (2007), there are circumstances that the error of misclassifying a case belonging to a class is more serious than for other class. At first glance, since the focal interest is the student population that takes online class, low predictive power of non-online students in exhaustive CHAID may be acceptable. However, the high predictive-power of the other class comes with the complexity of the tree. Although on some occasions the capability of splitting a parent into multiple subnodes is considered a merit of the chi-square approach, for this data set the partition of age is excessive (21<, 21&22, 22&23, >23) and may not lead to practical implications.

Discussion

Based on prior evaluation of the efficacy of the data mining techniques described in this article, Entropy-based classification tree and MARS became our primary focus while the chi-square-based method played a supporting role. Since both JMP’s tree and the MARS results concur with each other, it re-affirms the original belief of the authors that more weight should be put on the evidence provided by Entropy-based tree and MARS’ output.

Differing from the conventional belief that older students would exhibit a preference for online courses, it was found that younger students have a stronger tendency to take online classes. In
addition, among these younger students, it is more likely for fine arts and education majors to take online courses. Intuitively it was hypothesized that older students would prefer to take online classes because many other commitments (e.g. employment, marriage, and children) might hinder them from taking conventional classes. In this study, however, the opposite was true. A plausible explanation is that younger students might be more tech-savvy and thus more likely to take online classes. Studies conducted in other institutions show that initially students who took online courses tended to be older and self-disciplined (Rossman, 1993). Later, another study in Canada found that online student population shifted towards younger students and local residents (Wallace, 1996). This study reaffirms this trend. Although it is not explicitly stated that in our institution the current online course design specifically targets older students, many of our online courses are highly condensed and asynchronous so that busy students can take the advantage of distance learning. The policymakers and instructional designers should consider redesigning the instructional strategies for online courses in order to match the learning style of younger students who are tech savvy and prepared. Another surprising phenomenon is that among younger students, fine arts majors were more likely to take online classes. Although 90.15% of those online courses taken by art students are electives, there is still a substantive portion (9.05%) of art classes being taken online. On the other hand, 99.79% online courses taken by education majors are non-education courses. Unlike other disciplines that allow knowledge acquisition through reading in a remote location, fine arts typically requires hand-on experience and face-to-face instruction (e.g. painting, dancing, and playing piano). Casey, Fraser, and Murphy (2007) found that typical online students do not have any great need to interact with teaching staff or other students. While it is expected that students affiliated with the College of Education, a strong advocate of distance learning, see the value of online courses, conventional wisdom tells the policy makers that art majors prefer human interactions to “machine”-oriented learning, and thus endeavors for promoting online classes to art majors have been minimal. Also, there is a widespread perception that engineering and science students like to take online courses, because many programming and computing assignments can be performed via the Web; their scientific and engineering background may also make them fully embrace technological-oriented online courses. It turns out that this belief is unwarranted. This finding forces a re-examination of the existing policy regarding prioritization of online course development resources. In addition, it is advisable for institutional researchers, faculty members, and instructional designers to customize design strategies for fine art and education majors who might be innovative and experimental-minded. The next course of action might be conducting a follow up study, which employs qualitative methods, to find out why young students and art majors like to take online classes.

Unlike other profiling studies that yield a long list of online student characteristics, this study employing data mining techniques suggest that only one to two variables are relevant (age and discipline). It is the conviction of the research team that a simple model is better than a complex one in terms of making implications for actionable items. Due to the simplicity of the findings and implications, there is no need to wait for a top-down, campus-wide transformation advocated by policy makers. Indeed, online courses are generally developed by faculty members or graduate students who will be teaching the courses (Johnson-Curiskis; 2006; Knapczyk & Hew, 2007). While there are several different models for designing online courses, a review of research indicates that universities typically do not adopt policies or standardized procedures for designing courses. Designed courses may fall into different models of online classes, but there is no research on the effectiveness of these models, or which degree programs they may be best suited for. While this may not be true for face-to-face courses, either, these courses have had much longer to work out these details. Nonetheless, taking the student profile into account, faculty members, graduate students, and instructional designers can design and deliver online courses as efficiently and effectively as possible in order to provide students with the best possible learning experience.
The data set for this study was extracted from a data warehouse in one single institution, and thus the findings cannot be generalized into a broader, nationwide context until further replication studies are conducted. In the first place, data mining approaches lack the confirmatory character that validates model-based, hypothesis-driven statistics and thus the results must be considered exploratory. In other words, they are bases for further discussion and hypothesis development, but not a scientifically substantiated basis for generalizations (Thomas & Galambos, 2004). Nevertheless, the findings can benefit decision makers in the local university for resource allocation. Moreover, this exploratory approach may be more appropriate to profile analysis of students who take online courses than its confirmatory counterpart. The tacit premise of confirmatory, parametric tests is to infer from the sample statistics to the fixed population parameter. However, demographics of distance learners may vary from time to time and from place to place (Antosz, Morton, Qureshi, 2002), and thus it is doubtful whether there ever exits a constant population parameter. It is recommended that institutional researchers closely monitor the composition of online learners and online courses in order to achieve desirable cost-effectiveness. Because data mining approaches tend to return a shorter list of relevant variables, it is possible to utilize these tools to build a quick feedback loop between design and research of online classes.

Finally, the results of this study are limited because of the low number of courses students have taken online. As mentioned before, it is unfair to categorize a student as an online student due to taking only one course online because this does not give enough data on why that was the only online course taken. If the students did not enjoy the experience of an online course, thus refraining from taking additional classes online, they are not truly an online student. Conversely, students may be restricted in the number of online courses they are permitted to take, and students with low numbers of online courses may truly desire to take as many online classes as possible. Additional qualitative studies should be conducted in attempt to determine why some students take or do not take online classes. Moreover, this is a post hoc study operating in a retrospective mode. So many times the research team said that we wish certain data had been collected. In the past online courses were designed without built-in research components. It is strongly recommend that each online class collects data relevant to this type of study, such as student computing skills and experience, whether they hold a part-time or full-time job, whether they receive financial aids or not, etc. With this setup, a prospective cohort study will further illuminate online student profiles.
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